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Statement of Purpose

Hugh J. Watson

Many organizations are committing considerable
human, technical, and financial resources to build
and use data warehouses. The primary purpose of
these efforts is to provide easy access to specially pre-
pared data that can be used with decision support
applications, such as management reporting, queries,
decision support systems, executive information sys-
tems, and data mining.

Data warehousing is broad in scope, including: extracting

data from legacy systems and other data sources; cleans-

ing, scrubbing and preparing data for decision support;

maintaining data in appropriate data stores; accessing and

analyzing data using a variety of end user tools; and min-

ing data for significant relationships. It obviously involves

technical, organizational, and financial considerations.

Research in this area is limited, and the findings are scat-

tered over a variety of publications, many of them difficult

to identify and locate. The purpose of the Journal of

Data Warehousing is to provide a focal point to support

and disseminate knowledge on data warehousing.

The Journal of Data Warehousing encourages submis-

sions, including surveys of current practices, opinion

pieces, conceptual frameworks, case studies that describe

innovative practices or provide important insights, tutori-

als, technology discussions, technology forecasts, anno-

tated bibliographies, and other data warehousing-related

topics. We are inclusive in outreach: every submission is

reviewed and considered. If it is important to the data

warehousing community, the Journal of Data

Warehousing is interested in publishing it.
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Abstract

This article describes CRISP-DM (CRoss-Industry Standard

Process for Data Mining), a non-proprietary, documented,

and freely available data mining model. Developed by indus-

try leaders with input from more than 200 data mining users

and data mining tool and service providers, CRISP-DM is an

industry-, tool-, and application-neutral model. This model

encourages best practices and offers organizations the struc-

ture needed to realize better, faster results from data mining.

CRISP-DM organizes the data mining process into six phases:

business understanding, data understanding, data prepara-

tion, modeling, evaluation, and deployment. These phases

help organizations understand the data mining process and

provide a road map to follow while planning and carrying

out a data mining project. This article explores all six phases,

including the tasks involved with each phase. Sidebar materi-

al, which takes a look at specific data mining problem types

and techniques for addressing them, is provided.

In 1996, while interest in data mining was mounting, no widely
accepted approach to data mining existed. There was a clear
need for a data mining process model that would standardize the
industry and help organizations launch their own data mining
projects. The development of a non-proprietary, documented, and
freely available model would enable organizations to realize bet-
ter results from data mining, encourage best practices in the
industry, and help bring the market to maturity.

CRISP-DM (CRoss-Industry Standard Process for Data Mining)
was conceived in late 1996 by four leaders of the nascent data
mining market: Daimler-Benz (now DaimlerChrysler), Integral
Solutions Ltd. (ISL), NCR, and OHRA. At the time, Daimler-Benz
led most industrial and commercial organizations in applying
data mining in its business operations. ISL (which SPSS Inc.

purchased in 1998) first provided services based on data mining
principles in 1990 and launched Clementine—the first commer-
cial data mining workbench—in 1994. NCR, aiming to deliver
added value to its Teradata data warehouse customers, met its
clients’ needs with teams of data mining consultants. OHRA, one
of the largest Dutch insurance companies, provided a valuable
testing ground for live, large-scale data mining projects.

A year later, a consortium formed with the goal of developing
CRISP-DM. As CRISP-DM was intended to be industry-, tool-, and
application-neutral, the consortium solicited input from a wide
range of practitioners and others (such as data warehouse ven-
dors and management consultants) with a vested interest in data
mining. To gain this insight, the CRISP-DM Special Interest
Group, or SIG, was created with the goal of developing a standard
process model to service the data mining community.

During the next several years, the CRISP-DM SIG developed and
refined the model. Several trials took place in live data mining
projects at Daimler-Benz and OHRA, and commercial data min-
ing tools began adopting CRISP-DM. The SIG proved invaluable,
growing to more than 200 members and holding workshops in
London, New York, and Brussels.

In 2000, the presentation of the next generation of CRISP-DM—
version 1.0—reflects significant progress in the development of a
standardized data processing model. While future extensions and
improvements are certainly expected, industry players are quickly
accepting the CRISP-DM methodology.

The CRISP-DM Model:
The New Blueprint for
Data Mining

Colin Shearer

www.spss.com



The CRISP-DM Reference Model

Put simply, CRISP-DM is a comprehensive data mining
methodology and process model that provides anyone—from
novices to data mining experts—with a complete blueprint for
conducting a data mining project. CRISP-DM breaks down the
life cycle of a data mining project into six phases: business
understanding, data understanding, data preparation, model-
ing, evaluation, and deployment.

Figure 1 shows the phases of a data mining process. The arrows
indicate the most important and frequent dependencies between
the phases, while the outer circle symbolizes the cyclical nature
of data mining itself and illustrates that the lessons learned dur-
ing the data mining process and from the deployed solution can
trigger new, often more focused business questions. Figure 2 out-
lines each phase of the data mining process.

Phase One: Business Understanding
Perhaps the most important phase of any data mining project,
the initial business understanding phase focuses on understand-
ing the project objectives from a business perspective, converting
this knowledge into a data mining problem definition, and then
developing a preliminary plan designed to achieve the objectives.
In order to understand which data should later be analyzed, and
how, it is vital for data mining practitioners to fully understand
the business for which they are finding a solution.

The business understanding phase involves several key steps,
including determining business objectives, assessing the situa-
tion, determining the data mining goals, and producing the
project plan.

The CRISP-DM Model, continued
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Figure 1. Phases of the CRISP-DM 
Reference Model

Figure 2. Tasks and Outputs of the CRISP-DM Reference Model
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Determine the Business Objectives

Understanding a client’s true goal is critical to uncovering the
important factors involved in the planned project—and to
ensuring that the project does not result in producing the right
answers to the wrong questions. To accomplish this, the data
analyst must uncover the primary business objective as well as
the related questions the business would like to address.

For example, the primary business goal could be to retain cur-
rent customers by predicting when they are prone to move to a
competitor. Examples of related business questions might be,
“How does the primary channel (e.g., ATM, branch visit,
Internet) of a bank customer affect whether they stay or go?” or
“Will lower ATM fees significantly reduce the number of high-
value customers who leave?” A secondary issue might be to
determine whether lower fees affect only one particular cus-
tomer segment.

Finally, a good data analyst always determines the measure of
success. Success may be measured by reducing lost customers by
10 percent or simply by achieving a better understanding of the
customer base. Data analysts should beware of setting unattain-
able goals and should make sure that each success criterion
relates to at least one of the specified business objectives. 

Assess the Situation

In this step, the data analyst outlines the resources, from person-
nel to software, that are available to accomplish the data mining
project. Particularly important is discovering what data is avail-
able to meet the primary business goal. At this point, the data
analyst also should list the assumptions made in the project—
assumptions such as, “To address the business question, a mini-
mum number of customers over age 50 is necessary.” The data
analyst also should list the project risks, list potential solutions to
those risks, create a glossary of business and data mining terms,
and construct a cost-benefit analysis for the project. 

Determine the Data Mining Goals

The data mining goal states project objectives in business terms
such as, “Predict how many widgets a customer will buy given
their purchases in the past three years, demographic information
(age, salary, city, etc.), and the item price.” Success also should
be defined in these terms—for instance, success could be defined
as achieving a certain level of predictive accuracy. If the business

goal cannot be effectively translated into a data mining goal, it
may be wise to consider redefining the problem at this point.

Produce a Project Plan

The project plan describes the intended plan for achieving the
data mining goals, including outlining specific steps and a pro-
posed timeline, an assessment of potential risks, and an initial
assessment of the tools and techniques needed to support the pro-
ject. Generally accepted industry timeline standards are: 50 to 70
percent of the time and effort in a data mining project involves
the Data Preparation Phase; 20 to 30 percent involves the Data
Understanding Phase; only 10 to 20 percent is spent in each of
the Modeling, Evaluation, and Business Understanding Phases;
and 5 to 10 percent is spent in the Deployment Planning Phase.

Phase Two: Data Understanding
The data understanding phase starts with an initial data collection.
The analyst then proceeds to increase familiarity with the data, to
identify data quality problems, to discover initial insights into the
data, or to detect interesting subsets to form hypotheses about hid-
den information. The data understanding phase involves four
steps, including the collection of initial data, the description of
data, the exploration of data, and the verification of data quality.

Collect the Initial Data

Here a data analyst acquires the necessary data, including load-
ing and integrating this data if necessary. The analyst should
make sure to report problems encountered and his or her solu-
tions to aid with future replications of the project. For instance,
data may have to be collected from several different sources, and
some of these sources may have a long lag time. It is helpful to
know this in advance to avoid potential delays.

Describe the Data

During this step, the data analyst examines the “gross” or “sur-
face” properties of the acquired data and reports on the results,
examining issues such as the format of the data, the quantity of
the data, the number of records and fields in each table, the
identities of the fields, and any other surface features of the data.
The key question to ask is: Does the data acquired satisfy the rele-
vant requirements? For instance, if age is an important field and
the data does not reflect the entire age range, it may be wise to
collect a different set of data. This step also provides a basic
understanding of the data on which subsequent steps will build.
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Explore the Data

This task tackles the data mining questions, which can be
addressed using querying, visualization, and reporting. For
instance, a data analyst may query the data to discover the types of
products that purchasers in a particular income group usually buy.
Or the analyst may run a visualization analysis to uncover poten-
tial fraud patterns. The data analyst should then create a data
exploration report that outlines first findings, or an initial hypoth-
esis, and the potential impact on the remainder of the project.

Verify Data Quality

At this point, the analyst examines the quality of the data,
addressing questions such as: Is the data complete? Missing val-
ues often occur, particularly if the data was collected across long
periods of time. Some common items to check include: missing
attributes and blank fields; whether all possible values are repre-
sented; the plausibility of values; the spelling of values; and
whether attributes with different values have similar meanings
(e.g., low fat, diet). The data analyst also should review any
attributes that may give answers that conflict with common sense
(e.g., teenagers with high income).

Phase Three: Data Preparation
The data preparation phase covers all activities to construct the
final data set or the data that will be fed into the modeling
tool(s) from the initial raw data. Tasks include table, record, and
attribute selection, as well as transformation and cleaning of
data for modeling tools. The five steps in data preparation are the
selection of data, the cleansing of data, the construction of data,
the integration of data, and the formatting of data.

Select Data

Deciding on the data that will be used for the analysis is based on
several criteria, including its relevance to the data mining goals,
as well as quality and technical constraints such as limits on
data volume or data types. For instance, while an individual’s
address may be used to determine which region that individual is
from, the actual street address data can likely be eliminated to
reduce the amount of data that must be evaluated. Part of the
data selection process should involve explaining why certain data
was included or excluded. It is also a good idea to decide if one
or more attributes are more important than others are. 

Clean Data

Without clean data, the results of a data mining analysis are in
question. Thus at this stage, the data analyst must either select
clean subsets of data or incorporate more ambitious techniques
such as estimating missing data through modeling analyses. At
this point, data analysts should make sure they outline how they
addressed each quality problem reported in the earlier “Verify
Data Quality” step. 

Construct Data

After the data is cleaned, the data analyst should undertake data
preparation operations such as developing entirely new records or
producing derived attributes. An example of a new record would
be the creation of an empty purchase record for customers who
made no purchases during the past year. Derived attributes, in
contrast, are new attributes that are constructed from existing
attributes, such as Area = Length x Width. These derived 
attributes should only be added if they ease the model process or
facilitate the modeling algorithm, not just to reduce the number
of input attributes. For instance, perhaps “income per head” is a
better/easier attribute to use than “income per household.”
Another type of derived attribute is single-attribute transforma-
tions, usually performed to fit the needs of the modeling tools.
These transformations may be necessary to transform ranges to
symbolic fields (e.g., ages to age bands), or symbolic fields (“def-
initely yes,” “yes,” “don’t know,” “no”) to numeric values.
Modeling tools or algorithms often require these transformations.

Integrate Data

Integrating data involves combining information from multiple
tables or records to create new records or values. With table-based
data, an analyst can join two or more tables that have different
information about the same objects. For instance, a retail chain
has one table with information about each store’s general char-
acteristics (e.g., floor space, type of mall), another table with
summarized sales data (e.g., profit, percent change in sales from
previous year), and another table with information about the
demographics of the surrounding area. Each of these tables con-
tains one record for each store. These tables can be merged
together into a new table with one record for each store, combin-
ing fields from the source tables. 

The CRISP-DM Model, continued
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Data integration also covers aggregations. Aggregations refer to
operations where new values are computed by summarizing
information from multiple records and/or tables. For example,
an aggregation could include converting a table of customer
purchases, where there is one record for each purchase, into a
new table where there is one record for each customer. The table’s
fields could include the number of purchases, the average pur-
chase amount, the percent of orders charged to credit cards, the
percent of items under promotion, etc.

Format Data

In some cases, the data analyst will change the format or design
of the data. These changes might be simple—for example,
removing illegal characters from strings or trimming them to a
maximum length—or they may be more complex, such as those
involving a reorganization of the information. Sometimes these
changes are needed to make the data suitable for a specific mod-
eling tool. In other instances, the changes are needed to pose the
necessary data mining questions.

Phase Four: Modeling
In this phase, various modeling techniques are selected and
applied and their parameters are calibrated to optimal values.
Typically, several techniques exist for the same data mining prob-
lem type. Some techniques have specific requirements on the
form of data. Therefore, stepping back to the data preparation
phase may be necessary. Modeling steps include the selection of
the modeling technique, the generation of test design, the cre-
ation of models, and the assessment of models.

Select the Modeling Technique

This task refers to choosing one or more specific modeling tech-
niques, such as decision tree building with C4.5 or neural net-
work generation with back propagation. If assumptions are
attached to the modeling technique, these should be recorded.

Generate Test Design

After building a model, the data analyst must test the model’s
quality and validity, running empirical testing to determine the
strength of the model. In supervised data mining tasks such as
classification, it is common to use error rates as quality measures
for data mining models. Therefore, we typically separate the data
set into train and test set, build the model on the train set, and
estimate its quality on the separate test set. In other words, the

data analyst develops the model based on one set of existing data
and tests its validity using a separate set of data. This enables the
data analyst to measure how well the model can predict history
before using it to predict the future. It is usually appropriate to
design the test procedure before building the model; this also has
implications for data preparation.

Build the Model

After testing, the data analyst runs the modeling tool on the pre-
pared data set to create one or more models.

Assess the Model

The data mining analyst interprets the models according to his or
her domain knowledge, the data mining success criteria, and the
desired test design. The data mining analyst judges the success of
the application of modeling and discovery techniques technically,
but he or she should also work with business analysts and
domain experts in order to interpret the data mining results in
the business context. The data mining analyst may even choose
to have the business analyst involved when creating the models
for assistance in discovering potential problems with the data. 

For example, a data mining project may test the factors that
affect bank account closure. If data is collected at different times
of the month, it could cause a significant difference in the
account balances of the two data sets collected. (Because individ-
uals tend to get paid at the end of the month, the data collected
at that time would reflect higher account balances.) A business
analyst familiar with the bank’s operations would note such a
discrepancy immediately.
In this phase, the data mining analyst also tries to rank the mod-
els. He or she assesses the models according to the evaluation crite-
ria and takes into account business objectives and business success
criteria. In most data mining projects, the data mining analyst
applies a single technique more than once or generates data min-
ing results with different alternative techniques. In this task, he or
she also compares all results according to the evaluation criteria.

Phase Five: Evaluation
Before proceeding to final deployment of the model built by the
data analyst, it is important to more thoroughly evaluate the
model and review the model’s construction to be certain it prop-
erly achieves the business objectives. Here it is critical to deter-
mine if some important business issue has not been sufficiently
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considered. At the end of this phase, the project leader then
should decide exactly how to use the data mining results. The
key steps here are the evaluation of results, the process review,
and the determination of next steps.

Evaluate Results

Previous evaluation steps dealt with factors such as the accuracy
and generality of the model. This step assesses the degree to
which the model meets the business objectives and determines if
there is some business reason why this model is deficient.
Another option here is to test the model(s) on real-world applica-
tions—if time and budget constraints permit. Moreover, evalua-
tion also seeks to unveil additional challenges, information, or
hints for future directions.

At this stage, the data analyst summarizes the assessment
results in terms of business success criteria, including a final
statement about whether the project already meets the initial
business objectives.

Review Process

It is now appropriate to do a more thorough review of the data
mining engagement to determine if there is any important factor
or task that has somehow been overlooked. This review also cov-
ers quality assurance issues (e.g., did we correctly build the
model? Did we only use allowable attributes that are available for
future deployment?).

Determine Next Steps

At this stage, the project leader must decide whether to finish this
project and move on to deployment or whether to initiate further
iterations or set up new data mining projects.

Phase Six: Deployment
Model creation is generally not the end of the project. The knowl-
edge gained must be organized and presented in a way that the
customer can use it, which often involves applying “live” models
within an organization’s decision-making processes, such as the
real-time personalization of Web pages or repeated scoring of
marketing databases. 

Depending on the requirements, the deployment phase can be as
simple as generating a report or as complex as implementing a
repeatable data mining process across the enterprise. Even

though it is often the customer, not the data analyst, who carries
out the deployment steps, it is important for the customer to
understand up front what actions must be taken in order to actu-
ally make use of the created models. The key steps here are plan
deployment, plan monitoring and maintenance, the production
of the final report, and review of the project.

Plan Deployment

In order to deploy the data mining result(s) into the business,
this task takes the evaluation results and develops a strategy for
deployment.

Plan Monitoring and Maintenance

Monitoring and maintenance are important issues if the data
mining result is to become part of the day-to-day business and its
environment. A carefully prepared maintenance strategy avoids
incorrect usage of data mining results. 

Produce Final Report

At the end of the project, the project leader and his or her team
write up a final report. Depending on the deployment plan, this
report may be only a summary of the project and its experiences
(if they have not already been documented as an ongoing activi-
ty) or it may be a final and comprehensive presentation of the
data mining result(s). This report includes all of the previous
deliverables and summarizes and organizes the results. Also,
there often will be a meeting at the conclusion of the project,
where the results are verbally presented to the customer.

Review Project

The data analyst should assess failures and successes as well as
potential areas of improvement for use in future projects. This
step should include a summary of important experiences during
the project and can include interviews with the significant project
participants. This document could include pitfalls, misleading
approaches, or hints for selecting the best-suited data mining
techniques in similar situations. In ideal projects, experience
documentation also covers any reports written by individual pro-
ject members during the project phases and tasks. 

The CRISP-DM Model, continued
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Conclusion

CRISP-DM was designed to provide guidance to data mining
beginners and to provide a generic process model that can be
specialized according to the needs of any particular industry or
company. The industry’s initial use of the methodology confirms
that it is a valuable aid to beginners and advanced data miners
alike. At OHRA, a new employee used the CRISP-DM process
model to plan and guide a highly successful data mining project.
In addition, DaimlerChrysler has adapted CRISP-DM to develop
its own specialized customer relationship management (CRM)
tool to improve customer marketing.

SPSS’s and NCR’s Professional Services groups have adopted
CRISP-DM and have used it successfully on numerous customer
engagements covering many industries and business problems.
Service suppliers from outside the consortium have adopted
CRISP-DM; repeated references to the methodology by analysts
have established it as the de facto standard for the industry; and
customers have exhibited a growing awareness of its importance
(CRISP-DM is now frequently referenced in invitations to tender
and RFP documents). 

CRISP-DM was not built in a theoretical, academic manner,
working from technical principles; nor did elite committees of
gurus create it behind closed doors. CRISP-DM succeeds because
it is soundly based on practical, real-world data mining experi-
ence. In that respect, the data mining industry is overwhelmingly
indebted to the many practitioners who contributed their efforts
and their ideas throughout the CRISP-DM project.

The CRISP-DM process model is not meant to be a magical
instruction book that will instantly make the most inexperienced
novice succeed in data mining. However, combined with training
in data mining methodology and techniques, as well as assis-
tance from more experienced practitioners, it can be a valuable
tool to help less experienced data mining analysts understand the
value and the steps involved in the entire data mining process.

A Look at Data Mining Problem Types

Outlined below are several different types of data mining tech-
niques that together can be used to solve a business problem.

Data Description and Summarization
Data Description and Summarization provides a concise
description of the characteristics of data, typically in elementary
and aggregated form, to give users an overview of the data’s
structure. Data description and summarization alone can be an
objective of a data mining project. For instance, a retailer might
be interested in the turnover of all outlets, broken down by cate-
gories, summarizing changes and differences as compared to a
previous period. In almost all data mining projects, data descrip-
tion and summarization is a sub-goal in the process, typically in
early stages where initial exploratory data analysis can help to
understand the nature of the data and to find potential hypothe-
ses for hidden information. Summarization also plays an impor-
tant role in the presentation of final results. 

Many reporting systems, statistical packages, OLAP, and EIS sys-
tems can cover data description and summarization but do not
usually provide any methods to perform more advanced model-
ing. If data description and summarization is considered a stand-
alone problem type and no further modeling is required, these
tools also are appropriate to carry out data mining engagements.

Segmentation
The data mining problem type segmentation separates the data
into interesting and meaningful subgroups or classes that share
common characteristics. For instance, in shopping basket analy-
sis, one could define segments of baskets, depending on the items
they contain. An analyst can segment certain subgroups as rele-
vant for the business question, based on prior knowledge or based
on the outcome of data description and summarization. However,
there also are automatic clustering techniques that can detect
previously unsuspected and hidden structures in data that allow
segmentation.

Segmentation can be a data mining problem type of its own
when the detection of segments is the main purpose. For exam-
ple, all addresses in ZIP code areas with higher than average age
and income might be selected for mailing advertisements on
home nursing insurance. However, segmentation often is a step
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toward solving other problem types where the purpose is to keep
the size of the data manageable or to find homogeneous data
subsets that are easier to analyze.

Appropriate techniques

• Clustering techniques
• Neural nets
• Visualization

Example

A car company regularly collects information about its customers
concerning their socioeconomic characteristics. Using cluster
analysis, the company can divide its customers into more under-
standable subgroups, analyze the structure of each subgroup, and
deploy specific marketing strategies for each group separately.

Concept Descriptions
Concept description aims at an understandable description of
concepts or classes. The purpose is not to develop complete mod-
els with high prediction accuracy, but to gain insights. For
instance, a company may be interested in learning more about
their loyal and disloyal customers. From a description of these
concepts (loyal and disloyal customers), the company might
infer what could be done to keep customers loyal or to transform
disloyal customers to loyal customers. Typically, segmentation is
performed before concept description. Some techniques, such as
conceptual clustering techniques, perform segmentation and
concept description at the same time.

Concept descriptions also can be used for classification purposes.
On the other hand, some classification techniques produce under-
standable classification models, which then can be considered
concept descriptions. The important distinction is that classifica-
tion aims to be complete in some sense. The classification model
needs to apply to all cases in the selected population. On the
other hand, concept descriptions need not be complete. It is suffi-
cient if they describe important parts of the concepts or classes. 

Appropriate techniques

• Rule induction methods
• Conceptual clustering

Example

Using data about the buyers of new cars and using a rule induc-
tion technique, a car company could generate rules that describe
its loyal and disloyal customers. Below are simplified examples of
the generated rules:

If SEX = male and AGE > 51 then CUSTOMER = loyal

If SEX = female and AGE > 21 then CUSTOMER = loyal

Classification
Classification assumes that there is a set of objects—character-
ized by some attribute or feature—which belong to different
classes. The class label is a discrete (symbolic) value and is
known for each object. The objective is to build classification
models (sometimes called classifiers) that assign the correct class
label to previously unseen and unlabeled objects. Classification
models are mostly used for predictive modeling.

Many data mining problems can be transformed to classification
problems. For example, credit scoring tries to assess the credit
risk of a new customer. This can be transformed to a classifica-
tion problem by creating two classes—good and bad customers.
A classification model can be generated from existing customer
data and their credit behavior. This classification model then can
be used to assign a new potential customer to one of the two
classes and hence accept or reject him or her. Classification has
connections to almost all other problem types. 

Appropriate techniques

• Discriminant analysis
• Rule induction methods
• Decision tree learning
• Neural nets
• K Nearest Neighbor
• Case-based reasoning
• Genetic algorithms

Example

Banks generally have information on the payment behavior of
their credit applicants. By combining this financial information
with other information about the customers, such as sex, age,
income, etc., it is possible to develop a system to classify new cus-
tomers as good or bad customers, (i.e., the credit risk in accep-
tance of a customer is either low or high, respectively).

The CRISP-DM Model, continued
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Prediction
Another important problem type that occurs in a wide range of
applications is prediction. Prediction is very similar to classifica-
tion, but unlike classification, the target attribute (class) in pre-
diction is not a qualitative discrete attribute but a continuous
one. The aim of prediction is to find the numerical value of the
target attribute for unseen objects. This problem type is some-
times called regression. If prediction deals with time series data,
then it is often called forecasting.

Appropriate techniques

• Regression analysis
• Regression trees
• Neural nets
• K Nearest Neighbor
• Box-Jenkins methods
• Genetic algorithms

Example

The annual revenue of an international company is correlated
with other attributes such as advertisement, exchange rate, infla-
tion rate, etc. Having these values (or their reliable estimations
for the next year), the company can predict its expected revenue
for the next year.

Dependency Analysis
Dependency analysis finds a model that describes significant
dependencies (or associations) between data items or events.
Dependencies can be used to predict the value of a data item,
given information on other data items. Although dependencies
can be used for predictive modeling, they are mostly used for
understanding. Dependencies can be strict or probabilistic.

Associations are a special case of dependencies that have recently
become very popular. Associations describe affinities of data items
(i.e., data items or events that frequently occur together). A typi-
cal application scenario for associations is the analysis of shop-
ping baskets. There, a rule such as “in 30 percent of all purchas-
es, beer and peanuts have been bought together,” is a typical
example of an association. Algorithms for detecting associations
are very fast and produce many associations. Selecting the most
interesting ones is often a challenge.

Dependency analysis has close connections to prediction and
classification, where dependencies are implicitly used for the for-
mulation of predictive models. There also is a connection to con-
cept descriptions, which often highlight dependencies. In appli-
cations, dependency analysis often co-occurs with segmentation.
In large data sets, dependencies are seldom significant because
many influences overlay each other. In such cases, it is advisable
to perform a dependency analysis on more homogeneous seg-
ments of the data.

Sequential patterns are a special kind of dependencies where the
order of events is considered. In the shopping basket domain,
associations describe dependencies between items at a given time.
Sequential patterns describe shopping patterns of one particular
customer or a group of customers over time.

Appropriate Techniques

• Correlation analysis
• Regression analysis
• Association rules
• Bayesian networks
• Inductive Logic Programming
• Visualization techniques

Example

Using regression analysis, a business analyst might find a signifi-
cant dependency between the total sales of a product and its price
and the amount of the total expenditures for the advertisement.
Once the analyst discovers this knowledge, he or she can reach
the desired sales level by changing the price and/or the advertise-
ment expenditure accordingly.

21

JOURNAL
O F  D A T A  W A R E H O U S I N G Volume 5      Number 4     Fall 2000



CRISP-DM Glossary

Activity – Part of a task in User Guide; describes actions to per-
form a task.

CRISP-DM methodology – The general term for all concepts
developed and defined in CRISP-DM.

Data mining context – Set of constraints and assumptions
such as problem type, techniques or tools, and application domain.

Data mining problem type – Class of typical data mining
problems such as data description and summarization, segmen-
tation, concept descriptions, classification, prediction, and depen-
dency analysis.

Generic – A task that holds across all possible data mining pro-
jects as complete; i.e., applicable to both the whole data mining
process and all possible data mining applications; i.e., valid for
unforeseen developments such as new modeling techniques.

Model – Ability to apply to a data set to predict a target
attribute; executable.

Output – Tangible result of performing a task.

Phase – High-level term for part of the process model; consists
of related tasks.

Process instance – A specific project described in terms of the
process model.

Process model – Defines the structure of data mining pro-
jects and provides guidance for their execution; consists of refer-
ence model and user guide.

Reference model – Decomposition of data mining projects
into phases, tasks, and outputs.

Specialized – A task that makes specific assumptions in spe-
cific data mining contexts.

Task – Series of activities to produce one or more outputs; part
of a phase.

User guide – Specific advice on how to perform data 
mining projects.
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